Pokrocile techniky hlbokého ucenia

Kéd kurzu: MLC_ADV

Kurz je urceny pre zaujemcov o hlbSie porozumenie umelej neurénovej sieti a hlavne takzvanému hlbokému uceniu.
Predpoklada sa zakladna znalost principov na Grovni kurzu Uvod do strojového ucenia, ktoré sa v kurze vyuZije pre
vysvetlenie pokrocilejsich architektdr a technik. Zvldstna pozornost bude venovana moznostiam interpretovatelnosti
modelov strojového ucenia.

Praha 1 4990 K¢ 0
Bratislava 1 210 € 0

VSetky ceny st uvedené bez DPH.

Terminy kurzu

VSetky ceny st uvedené bez DPH.

Pre koho je kurz urceny
Kurz je urceny pre zaujemcov o hlbsie porozumenie umelym neurdnovym sietam a najma takzvanému hlbokému uceniu.

PozZadované vstupné znalosti
- Zakladna znalost programovania v Pythone
- Stredoskolské znalosti linedrnej algebry, matematickej analyzy a tedrie pravdepodobnosti. Predpoklada sa
zakladné porozumenie pojmom ako vektor, matica, vektorovy priestor, pravdepodobnost, podmienena
pravdepodobnost, nezavislost ndhodnych javov a znalost ndsobenia matic a derivacii funkcii.
- Znalosti strojového ucenia na trovni kurzu Uvod do strojového ucenia
Studijné materialy
Studijny material spoloénosti Machine Learning College.
Osnova kurzu
- Architektdry neurdnovych sieti (feed-forward, rekurentné, konvoluéné, generativne, autoenkddery, Unet, GAN,
attention layer]
- Optimalizatory a ich evolucia (Steepest Gradient Descent, Stochastic Gradient Descent, Mini-Batch Gradient
Descent, Nesterov Accelerated Gradient, Adagrad, AdaDelta, Adam, hladanie uéiacich koeficientov)
- Chybové funkcie a ich vlastnosti (Mean squared error, Mean absolute error, Negative Log Likelihood]
- Regqularizacia neurdnovych sieti (Dropout, Early stopping, Data augmentation, Batch and layer normalization)
- Inicializacia neurénovych sieti (Gradient vanishing problem, Zero initialization, He initialization, Xavier initialization)
- Semi-supervised learning (Pseudo Labeling, Mean-Teacher, PI-Model)
- 0dhad spolahlivosti predikcii (Logit analysis, Confidence networks)
- AutoML (automatické hladanie hyperparametrov, grid search, Bayesian optimization, meta-learning, automatické
hladanie architektur neurénovych sieti)
- Praktické priklady s kniznicou AutoKeras
- Interpretovatelnost modelov strojového uéenia (priamo interpretovatelné modely, Partial Dependence Plot,
Permutation feature importance, Surrogate models, Activation Maximization, Grad-CAM)
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