Velké jazykové modely pre generovanie textov

Kéd kurzu: MLC_VIJMGT

Tento kurz je urceny pre kazdého, kto je fascinovany schopnostami velkych jazykovych modelov a generativnej Al a chce
sa ponorit do tejto problematiky nad rémec Grovne bezného pouzivatela. Spolo¢ne sa zozndmime s transformatormi,
zédkladnymi stavebnymi kamenmi modernych jazykovych modelov, predstavime najznédmejsie architektury a ukazeme,
ako velké jazykové modely mozno pouzit pre rozne aplikacie. Na cvicné cvicenia nie je potrebny Ziadny plateny Ucet tretej
strany. Pouzijeme open source, ktoré su pri spravnom pouziti rovnako dobré ako najvacsie komeréné modely.

Pre koho je kurz urceny
Tento kurz je urceny pre kazdého, kto je fascinovany schopnostami velkych jazykovych modelov a generativnej Al a chce

sa ponorit do tejto problematiky nad rémec Urovne bezného pouzivatela.

Co Vas naucime

Spolocne sa zoznamime s transformatormi, zakladnymi stavebnymi kamenmi modernych jazykovych modelov,
predstavime najzndmejsie architektiry a ukdZzeme, ako velké jazykové modely mozno pouZit pre rézne aplikacie. Na
cviéné cvienia nie je potrebny Ziadny plateny Ucet tretej strany. PouZijeme modely s otvorenym zdrojovym kddom, ktoré
sU pri spravnom pouziti rovnako dobré ako najvacsie komercéné modely.

PoZadované vstupné znalosti
- Z&akladné znalosti programovania v jazyku Python
- Znalost strojového ucenia na Grovni kurzu Uvod do strojového uéenia.
Studijné materialy
Machine Learning College materialy
Osnova kurzu
- Generativna umeld inteligencia pre text a obrazky
- Vyvoj jazykového modelovania
- Transformatory
- Typy transformatorov na modelovanie jazyka (kddovaé, dekodér, kddovac-dekodér)
- Posilriovacie uéenie s ludskou spatnou vézbou (RLHF)
- Vybrané modely pre transformatorové jazykové modelovanie (BERT, GPT, LLAMA, T5, BART..)
- Prakticky priklad klasifikacie textu pomocou transformatorov pomocou kniznice HuggingFace v Google Colab
- Promptné inZinierstvo: in-context learning, zero shot, one shot and few shot prompting, najdéleZitejSie
konfiguracné parametre generativnych procesov
- Prakticky priklad ucenia sa v kontexte pomocou kniznice HuggingFace v Google Colab
- Jemné doladenie velkych jazykovych modelov a parametricky efektivne jemné doladenie (LoRA]
- Hodnotenie generativnych jazykovych modelov (ROUGE, BLEU)
- Prakticky priklad pouzitia parametricky efektivneho jemného doladenia pomocou kniznice HuggingFace v Google
Colab
- Naditanie rozsirenej generéacie (RAG])
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