Uvod do strojového ucenia

Kéd kurzu: MLC_INTRO

Jednd sa o Uvodny kurz pre zaCiatocnikov, ktori nemaju Ziadne sklsenosti so strojovym uc¢enim a chct urobit prvy krok k
jeho praktickému pouzivaniu. U¢astnici sa dozvedia, ¢o je strojové ucenie, aké typy strojového ucenia sa v praxi
najcastejSie pouzivaju a ako jednotlivé algoritmy funguju. Nebudeme sa zaoberat presnym matematickym popisom, ale
skor intuitivnym porozumenim, ktoré je nevyhnutné pre efektivne pouzivanie a spravny vyber roznych nastrojov a kniznic.
Velku pozornost venujeme spdsobom vyhodnocovania natrénovanych modelov, problémom s preucovanim, priprave dat
a praktickym poznatkom, ktoré sa v Skole nedozviete.Kazdy Ucastnik si s vyuzitim open source kniznic prakticky vyskusa
naprogramovat jednoduché algoritmy pre klasifikaciu, regresiu a detekciu anomalii.

Pre koho je kurz urceny
Jednd sa o Uvodny kurz pre zaciatocnikov, ktori nemaju Ziadne sklsenosti so strojovym ucenim a chcd urobit prvé kroky

k jeho praktickému pouzivaniu.

PoZadované vstupné znalosti
- Z&kladné znalosti programovania v jazyku Python
- Stredoskolské znalosti linedrnej algebry, matematickej analyzy a teérie pravdepodobnosti. Bude predpokladané
zakladné porozumenie pojmom ako vektor, matica, vektorovy priestor, pravdepodobnost, podmienena
pravdepodobnost, nezavislost ndhodnych javov a znalost ndsobenia matic a derivacii funkcii.
Studijné materialy
Studijny material od spolo¢nosti Machine Learning College.
Osnova kurzu
Den 1.
- Co je to strojové ucenie
- Typy strojového ucenia (klasifikacia, regresia, radenie, reinforcement learning, clustering, detekcia anomalii,
odportcanie, optimalizacia)
- Priprava dat (rozdelenie datovych mnoZin, vyvadzenost dat, Sumy v datach, normalizacia a Standardizacia atribUtov,
rozpoznanie preucovania a obrana proti nemul)
- Evaluécia modelov pre klasifikaciu (presnost, preciznost, Gplnost, matica zameny, ROC krivka, AUC)
- Zakladné algoritmy pre klasifikaciu (zakladné modely, naivny bayesovsky klasifikator, logisticka regresia,
- Support Vector Machines, rozhodovacie stromy, ensemble metddy)
- Rychlotutorial scikit learn [nacditanie a transformécia déat, trénovanie modelov a predikcie, pipelines, evaluécial
- Prakticka uloha na klasifikaciu
- Zakladné algoritmy pre regresiu (analytické metddy, gradient descent, SVR, regresné stromy)
- Evaluacia regresnych modelov [mean squared error, absolute squared error]
- Prakticka Uloha na regresiu
Den 2.
- Zakladné algoritmy pre zhlukovanie [K-means, hierarchické zhlukovanie, metddy pre uréenie poctu zhlukov)
- Prakticka uloha na zhlukovanie
- Uvod do neurdnovych sieti [preco st populdrne, vwhody/nevyhody, perceptrén)
- NajpouZivanejsie aktiva¢né funkcie (Sigmoid, Linear, Tanh, Relu, Softmax]
- Viacvrstevné siete (Algoritmus spatného Sirenia chyby a stochastic gradient descent, konvollcia, pooling a
reqularizacia)
- Trénovanie neurdnovych sieti (epocha, iteracia, batch learning)
- Rychlotutorial Keras (inStalacia TensorFlow + Keras, ndvrh sekvenéného modelu, optimalizatory a trénovanie,
spbsob préace s datami)
- Praktické ulohy na klasifikaciu a regresiu pomocou neurénovych sieti
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