Python - Neuronové siete

Kéd kurzu: PYTHON_ML_NN

Neurdnové siete st siborom matematickych modelov navrhnutych na spracovanie informacii podobne ako funguju
mozgové neurény.Neurdnové siete sa skladaju z mnoZstva neurdnov, ktoré sd vzajomne prepojené pomocou vah a
spracovavajl vstupné data, aby vytvorili vystup. Kazdy neurdn prijima vstup z ostatnych neurénov alebo z externych
zdrojov, spracovava vstup pomocou aktivacnej funkcie a vysledok dalej posiela do dalSich neurdnov v sieti. Neurénové
siete sa pouzivaju na riesenie mnohych Uloh, ako napriklad rozpoznavanie obrazov, predikciu a klasifikaciu. Typicky sa
trénuju na zaklade velkého mnoZzstva vstupnych dat, ktoré sa pouzivaju na optimalizaciu vah a nastavenie parametrov
neurénovych sieti tak, aby boli schopné riesit uritd Glohu. Existuje mnoZstvo typov neurdnovych sieti vratane
jednovrstvovych a viacvrstvovych perceptrénov, konvoluénych sieti, rekurentnych sieti a dalSich. Kazdy typ neurdnovej
siete sa pouziva pre rézne typy Uloh a ma svoje vlastné charakteristiky a vyhody. Neurdnové siete sa stali klGCovym
prvkom strojového ucenia a umoznujl strojom ucit sa zo sklsenosti a zlepSovat svoje schopnosti v réznych
oblastiach.Naucit sa vyuzivat Al je klicovy krok do budicnosti

Predpokladané vstupné znalosti
- Znalost programovania v Pythone na Urovni kurzu
- PYTHON_INTRO
- (znalosti na Grovni kurzu
- PYTHON_ADV
- sl vyhodoul)
- Znalosti zdkladov analyzy dat na Urovni kurzu
- PYTHON_DATAN
- Znalosti zakladov machine learning na urovni kurzu PYTHON_ML_INTRO

Metddy vyucby
- Odborny vyklad s praktickymi prikladmi, cviceniami na pocitacoch
Studijné materialy
- Prezentacia preberanej latky v tlacenej alebo online forme
Osnova kurzu
Den 1
- Uvod do neurénovych sieti a strojového ucenia
- Z&klady linearnej a logisticke] regresie
- Aktivacné funkcie pre neurénové siete (sigmoid, RelLU, atd']
- Navrh a implementécia jednoduchej jednovrstvovej neurdénovej siete
Den 2
- Uvod do kniznice TensorFlow
- Navrh a implementacia viacvrstvovej neurénovej siete pomocou TensorFlow
- Trénovanie neurénovych sieti a overovanie vykonu
- RieSenie problému pretrénovania
DeR 3
- Uvod do konvoluénych neurénovych sieti (CNN)
- Zéaklady spracovania obrazov a konvolucie
- Implementacia jednoduchej CNN na datasete MNIST
- Vizualizacia a interpretacia vysledkov
Den 4
- Rekurentné neurdnové siete (RNN]
- Zaklady spracovania sekvencii a casovych radov
- Implementéacia jednoduchej RNN na datasete predpovedania cien akcii
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- Vizualizacia a interpretéacia vysledkov
Den 5
- Uvod do autoenkéderov
- Zéaklady ndhodnych modelov
- Implementéacia jednoduchého autoenkddera na datasete MNIST
- Vizualizacia a interpretacia vysledkov
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